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The zinc-dependent matrix metalloproteinases are drug targets of interest for diseases ranging
from arthritis to cancer. Unfortunately, the use of computational rational drug design has been
limited by the challenges introduced by the zinc center. We present an extension of the MM/
PB/SA methodology which allows us to calculate the relative binding energies of six known
nanomolar carboxylate ligands of MMP-1. We are able to rank the neutral and charged ligands
correctly. We further illustrate the utility of our approach by modifying the best-binding ligand
of our set and predicting a better binding ligand.

1. Introduction

The matrix metalloproteinases (MMPs) are zinc-
dependent enzymes that have been implicated in a
variety of disease states ranging from cancer1,2 to
arthritis and multiple sclerosis.1,3 These tightly regu-
lated enzymes are primarily involved in the degradation
of the extracellular matrix (ECM) that forms the con-
nective material between cells and around tissues.
Disease processes associated with the MMPs are gener-
ally related to an imbalance between the inhibition and
activation of the MMPs resulting in excessive degrada-
tion of the ECM.4 Thus, inhibitors of the MMPs make
attractive pharmacological drug targets. The MMPs can
be further partitioned into subfamilies according to
which components of the extracellular matrix they
regulate. More recent research has begun to identify
MMP subfamilies with disease processes; although, this
process has been hampered by a lack of specific inhibi-
tors for the MMPs.4

There are three major components to most MMP
inhibitorssthe zinc binding group (ZBG), the peptidic
(or peptidomimetic) backbone, and the pocket-occupying
side chains. Most MMP inhibitors are classified accord-
ing to their ZBG. An empirical ranking of the potency
of the ZBGs is approximately hydroxamate . sulfydryl
> phosphinate > aminocarboxylate > carboxylate.4
Many of the currently designed inhibitors for the MMPs
are based on hydroxamate zinc-binding moieties coupled
to a peptidic framework. Unfortunately, these inhibitors
are associated with significant direct toxicity and bio-
logical lability,5 making their usage problematic, par-
ticularly in non-cancer-related therapies.

While the need for specific inhibitors of the MMPs is
debatable in cancer treatment, it is clear that in other
disease processes and for the purpose of elucidating
disease mechanisms, specific inhibitors of the matrix
metalloproteinase subfamilies are required. The need
for novel, selective MMP inhibitors, as well as the
plethora of high quality structural information, makes
them an attractive target for the use of molecular
modeling.

Unfortunately, metallo centers have long been a
challenge for molecular modeling. Zinc in particular is

problematic because of its promiscuous ability to assume
a variety of coordination states.6 While there have been
both nonbonded7-10 and bonded11,12 models suggested
for the parametrization of zinc, neither is entirely
satisfactory. The nonbonded models tend to generate the
highest coordination number possible (i.e., octahedral)
while the bonded model requires “freezing” a specific
zinc coordination from the outset and potentially re-
duces the flexibility of ligand conformational sampling.
In neither case can we predict the correct binding
geometry a priori using molecular mechanics models.
Alternatively, it has recently been suggested that the
zinc ion be modeled as a tetrahedral charge distribu-
tion;13 however, this model requires the interpretation
that all zinc coordination states are tetrahedral and that
the higher coordination states ostensibly seen in the
crystal structures are the result of the length of time
over which the “snapshot” is taken.14

With the eventual aim of producing novel, selective
inhibitors of the matrix metalloproteinases, we present
a modeling methodology that allows us to rank six
known carboxylate MMP-3 inhibitors with nanomolar
inhibition constants (see Figure 1, Table 3)15 despite the
challenges presented by the catalytic zinc center. The
free energy of binding includes contributions from the
protein and ligand flexibility in the complex, the cost of
desolvating the ligand and receptor, and the entropic
cost of forming the complex. The flexibility of the
complex is modeled using molecular dynamics (MD) in
the presence of explicit solvation, while the desolvation
energy is calculated using a continuum model by post-
processing the MD trajectory stripped of the explicit
waters (using the MM-PBSA approach)16-18 and the
entropy is estimated with a simple single-point normal
mode calculation. This methodology has been previously
used to successfully model relative DNA and RNA
stabilities,16-18 protein-RNA interactions19 (Reyes and
Kollman, submitted), protein-protein interactions,20

and protein-small molecule interactions.21 This is the
first application of this methodology to ranking the
relative binding constants of potential drug molecules
and the first system in which an inherent metal ion is
considered.
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The relative inexpense of this method lies in the fact
that while other methodologies rank the free energy of
ligands in a pairwise manner (e.g., thermodynamic
integration22) or require multiple trajectories and system-
dependent parameters (e.g., Aqvist linear interaction
energy approach23), this methodology has the potential
to rank tens of ligands simultaneously. In this case, we
rank six ligands based on a single trajectory. The single
trajectory is generated with the largest and best binding
ligand. Selected conformations from the trajectory are
then used to assess the binding of other ligands.
Particularly in the context of the challenges presented
by the zinc ion, this proves to be an extremely efficient
approach.

Finally, we attempt to propose a better binding ligand
by modifying the best ligand of our test set. This process
involves an increasing scale of computations from PRO-
FEC analysis24 to the approach highlighted here (sub-
stitution into the previously generated trajectory) to
analysis of individual trajectories. The overall approach
is a hierarchical one in which only the best scoring

ligands of the previous step are carried through to the
final calculations.

2. Methods

2.1. Force Field Description. All calculations were per-
formed using the Amber5.0 molecular modeling package25 with
the parm94 parameter set.26 Ligand charges were determined
by RESP27 analysis of the electrostatic potential generated by
ab initio (Gaussian94,28 HF 6-31G*) calculations on common
fragments among the ligands (see Supporting Information).
Some ligand geometric parameters were also fitted to ab initio
calculations (see Supporting Information).

The nonbonded model for the zinc ion was adopted because
of considerations involved in the MM-PBSA approach. The MM
interaction energy and PB solvation energy are calculated for
both the complex and the isolated receptor. In the bonded
model, the zinc charge is parametrized in a manner dependent
on the identity of the complexing groups. Since the complex
would have four bonds to zinc (three histidines, one ligand)
while the receptor would have three (three histidines), the
bonded model would give rise to a discrepancy in the assigned
atomic charges between the complex and the isolated ligand
and receptor.

Figure 1. Structure of ligands.15 The binding constants and relative binding energies are given in Tables 3, 5, and 6. Note that
in all cases the zinc binding group is the carboxylate, generally believed to be tetrahedrally coordinated using only one oxygen of
the carboxylate. Ligands are shown in the charge states that were used in the computations.
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The zinc and calcium ions were assigned the full formal
charge of 2+. The calcium ion VDW radius was taken from
the Aqvist parameter set.29 The zinc ion VDW radius was
taken from the work of Stote and Karplus.8

2.2. Molecular Dynamics. The crystal structure of MMP-3
(Stromelysin-1) with the “A” ligand was used as the starting
point for all simulations (1HFS,15 1.7 Å resolution). The
structures of ligands B, C, D, E, and F were built from the
coordinates of ligand A as found in the crystal structure using
the xleap module of Amber.

Molecular dynamics trajectories were run (sander module
of Amber) in the presence of a solvent cap of water extending
24 Å around the catalytic zinc ion. Three sodium ions were
added as counterions to neutralize the system in the presence
of a negatively charged ligand. The water positions were
energy minimized in the presence of the frozen solute. There-
after, only atoms within 16 Å of the catalytic zinc ion were
allowed to move. All simulations included a SHAKE constraint
on covalent bonds to hydrogen, a time step of 1 fs, a nonbonded
residue-based cutoff of 14 Å, and separate temperature
coupling (Berendsen algorithm30) of solvent and protein.
Simulations were run at a constant temperature of 300 K and
included 2000 steps of minimization, and heating and equili-
bration for 80 ps. Simulations were run in the presence of a
“query ligand”, and snapshots collected over the course of the
trajectory were used to rank the relative binding energies of
the other ligands.

For comparison purposes, we ran the trajectories with the
A (500 ps), E (200 ps), and F (100 ps) ligands (Figure 1). Two
trajectories were run for each of the E and F ligands. In the
initial trajectories for E and F, the waters and solute were
minimized concurrently, resulting in zinc coordination with
the sixth ligand as glu202 (OE2 for E, OE1, for F). These
trajectories are identified as Eglu and Fglu. In the second set of
trajectories (Ehoh and Fhoh), the water positions were energy
minimized in the presence of the frozen solute (as was done
for the A trajectory), and the sixth coordinating ligand for zinc
was water. The E and F trajectories were generated from the
starting structure of the A trajectory (complete with water and
counterions) by replacing the A ligand with E or F. Since the
F ligand is neutral (Figure 1), the net charge of the simulated
system was +1. These trajectories allow us to determine the
effect of varying both the query ligand and the zinc coordina-
tion.

2.3. Determination of the Free Energy of Binding. The
total free energy of binding is described by three contributions
(eq 1). These include the molecular mechanical description of
the interaction energy for each snapshot, the continuum
energy assessment of the cost of desolvation, and the entropic
contribution of complex formation.

The gas-phase molecular mechanical (MM) energy is aver-
aged over all the snapshots and includes contributions from
the electrostatic and van der Waals interactions for the
complex, receptor, and ligand. All MM calculations (anal
module of Amber) are performed with a nonbonded cutoff of
99 Å and a dielectric constant of 1 in the absence of any solvent
or counterions. The receptor and ligand geometries are taken
from that of the complex, and thus there is no internal energy
(i.e., bonds, angles, and dihedrals) contribution to the net MM
average.

The entropic contribution is included by minimizing a
structure of the complex, receptor, and ligand for each ligand
in the presence of a distance-dependent dielectric (ε ) 4rij) and
a 99 Å nonbonded cutoff to a tolerance in the rms gradient of
8 × 10-5 kcal/(mol Å) using conjugate gradient minimization
(sander module of Amber). Subsequent normal-mode analysis
(nmode module of Amber) results in an estimate of the entropy
of the complex, receptor, and ligand. To determine the error
involved in the entropic calculation, we followed this procedure
for both the first and last snapshot of the mmpD complex
(difference ∼0.5 kcal/mol) and therefore calculated an error

in the net entropic contribution of ∼1.5 kcal/mol () 3 × 0.5
kcal/mol to account for errors in the receptor, complex, and
ligand entropy determinations, Table 1). However, since
normal-mode analysis is based on the harmonic approxima-
tion, there is also likely to be a significant systematic error
that is not included. This calculation of the entropy is to be
considered a crude estimate only.

The continuum approximation to the electrostatic desolva-
tion energy includes the iterative, finite-difference solution of
the linear Poisson-Boltzmann (PB) equation for the isolated
complex, receptor, and ligand (DelPhi2.031). The charges used
in the PB calculation were taken from the Amber parameter
set. DelPhi radii were taken from the PARSE parameter set.32

In the case where no PARSE radii existed, we used the
following parameters: F (1.45 Å), Ca2+ (1.97 Å), and Zn2+ (1.10
or 1.40 or 1.60 Å). The resulting absolute binding energy
estimates are very dependent on the value of the zinc radius
(Table 3). The Zn2+ radius of 1.40 Å was used in all further
calculations (see section 3.3 for discussion). The iterative
DelPhi calculations were run for 1000 steps, although the
relative differences between receptor, complex, and ligand are
expected to converge well before this point.18 The probe
molecular radius was 1.4 Å, and the PB contribution was
calculated assuming a dielectric constant of 1 within the solute
and 80 outside of the solute. No salt contribution was included
in the PB calculation. The ligand and receptor geometries are
taken from that of the complex. The hydrophobic contribution
to the desolvation is calculated by using the solvent accessible
surface area (SA)33 of the isolated complex, receptor, and ligand
(∆Gnp ) SA × 0.00542 kcal/mol Å2 + 0.92 kcal/mol).

The MM-PBSA calculations described above are carried out
for the complex structures taken directly from the trajectory
(relevant for the query ligand only), for the complex structures
with the respective ligand energy optimized with 2000 steps
of conjugate gradient minimization, and for the complex
structures with the ligands and surrounding 5 Å belly (identi-
fied with the A ligand) of the enzyme energy optimized for 2000
steps of conjugate gradient minimization. All minimizations
were carried out in the presence of the water and counterions.

2.4. Ligand Design. As a demonstration of the proposed
utility of our approach and to provide experimentally verifiable
predictions, we suggest improvements to the A ligand, based
on our current methodology. We begin by proposing modifica-
tions using PROFEC analysis. These modifications are then
tested using the minimization procedure based on the A
trajectory. Promising candidates are further analyzed by
running individual trajectories.

2.4.1. PROFEC. PROFEC (or pictorial representation of
free energy changes) is an approximate method to calculate
the free energy cost of adding a particle to a ligand. A series
of grid points are constructed around the relevant part of the
ligand, and the van der Waals potential energy is calculated
at each point assuming a particle of R ) 2.0 Å, and E ) 0.15
kcal/mol was inserted there. The grids are constructed for
snapshots of the ligand within the enzyme as well as the ligand
solvated by a cap of water, and the free energy is calculated
as an average over all the snapshots in each case. Comparison

∆Gbind ) 〈EMM〉 + ∆Gsolv - T∆S (1)

Table 1. Entropic Contributions to the Binding Energya

complex
S complex
(cal/mol K)

S receptor
(cal/mol K)

S ligand
(cal/mol K)

-T∆S
(kcal/mol)

MmpA 6232.1 (0.056) 5994.6 (0.032) 308.8 (0.115) 21.4
MmpB 6158.1 (0.053) 239.1 (0.000) 22.5
MmpC 6148.2 (0.045) 244.0 (0.041) 26.9
MmpD 6140.8 (0.059) 238.2 (0.025) 27.4
MmpE 6144.8 (0.037) 239.1 (0.012) 26.5
MmpF 6136.0 (0.052) 215.8 (0.026) 22.2
MmpD last 6142.8 (0.057) as above 27.0

a The entropy of the complex, receptor (calculated once), and
ligand is given with the largest frequency of the first six modes
indicated in brackets. “Last” indicates that normal-mode analysis
was repeated using the last snapshot from the A trajectory. All
other initial conformations were taken from the first snapshot of
the A trajectory.
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of the two grids then illustrates whether there is a free energy
benefit to the introduction of a particle at each grid point. The
electrostatic contribution can also be determined by calculating
the electrostatic potential at each grid point. The procedure
is described in more detail in ref 24.

The PROFEC grid construction was carried out for the A
trajectory run previously, as well as for the A ligand simulated
in a cap of water. The simulation of the A ligand in water
included the A ligand surrounded by a 24 Å cap of water. The
water and ligand positions were energy optimized with 3000
steps of conjugate gradient minimization, and then all the
atoms were heated and equilibrated for 35 ps. The final
collection phase was run for 220 ps and yielded 23 snapshots.

Grid calculations were performed around the three rigid ring
structures in the A ligand: the biphenyl group, the phenyl
group, and the morpholino group (Figure 1). In each case the
reference atoms were three ring atoms, and the grids were at
least 21 Å × 21 Å × 15 Å in size. The grid calculations were
performed at a temperature of 300.0 K and with a nonbonded
cutoff of 14 Å.

2.4.2. Minimization. The proposed ligands (A1-A5, see
Table 8, Figure 1) are substituted into the A trajectory. The
ligand and the enzyme residues within 5 Å of the respective
ligand (determined individually for each of A1 through A5) are
energy minimized for 2500 steps of conjugate gradient opti-
mization. MM-PBSA analysis and entropic contributions are
calculated as described above.

2.4.3. Trajectories. Individual trajectories of the most
promising candidates among A1-A5 are then calculated. In this
case, the equilibrated structure from the A trajectory is
modified to include the appropriate ligand, and the dynamics
is continued for 400-500 ps. Snapshots are collected after 200
ps and are analyzed as previously described.

3. Results

3.1. Zinc Geometry. While the crystal structure of
MMP-3 indicates a tetrahedral binding geometry for the
catalytic zinc involving one carboxylate oxygen from the
ligand and the three surrounding histidines (Figure 2),
minimization and molecular dynamics invariably re-
sulted in an octahedral geometry involving the three
histidines, both carboxylate oxygens of the ligand, and
either a water oxygen or a carboxylate oxygen from
glu202. Once coordinated, the identity of the sixth
ligand was constant for a given trajectory.

The incorrect binding geometry for zinc is potentially
problematic. However, all the ligands in question (Fig-
ure 1) coordinate with Zn with the same functional
group. Therefore any errors in the energetic or confor-
mational assessment of the interaction between zinc and
the ligand should be constant. The caveats to this
assumption involve the movement of the side chains of

the ligand in response to the change in binding coordi-
nation and the role of glu202 in interacting with the
ligand versus the zinc ion. The first assumption was
tested by running a 200 ps trajectory. When the water
in the solvent cap is initially minimized, the side chains
of the A ligand do not deviate from their pockets nor
appear to respond to changes in the binding coordina-
tion. The second assumption is addressed with the
trajectories run on ligands E and F discussed below.

3.2. A Trajectory. Throughout the A trajectory, the
sixth ligand coordinating the zinc was a tightly bound
water molecule. The MM-PBSA contributions to the
binding energy for each ligand with each minimization
protocol are given in Table 2. The resulting net binding
energy and ranking are shown in Table 3. Note that as
an additional error check, the total binding energy of
the ligand only minimization protocol with the A ligand
was performed with the A ligand starting structure
taken both directly from the trajectory (different con-
formation for each snapshot) and from the initial crystal
structure (same conformation for each snapshot). The
protocols yielded negligible differences in the MM-PBSA
contributions (∼0.4 kcal/mol, Table 3) and indicate that
minimization is sufficient to sample the conformations
of the A ligand. This further indicates that the sampling

Table 2. MM-PBSA Contributions to the Binding Energy Using the A Trajectory

complexa ∆E〈elec〉 ∆E〈vdw〉 ∆G〈PB〉 ∆G〈SA〉 ∆G〈total〉

MMPA 0 -193.3 ( 9.2 -64.7 ( 4.6 264.9 ( 9.7 -8.5 ( 0.3 -1.6 ( 5.5
MMPA 1 -194.0 ( 4.8 -69.2 (1.7 263.8 (8.9 -8.0 ( 0.4 -7.3 ( 6.2
MMPB 1 -177.5 ( 10.5 -52.3 ( 4.5 236.5 ( 5.7 -6.2 ( 0.4 1.9 ( 6.1
MMPC 1 -185.1 ( 11.5 -53.8 ( 8.8 234.4 ( 6.9 -6.5 ( 0.4 -9.7 ( 5.4
MMPD 1 -182.6 ( 4.7 -49.7 ( 1.6 230.8 ( 6.0 -6.8 ( 0.3 -8.2 ( 3.6
MMPE 1 -185.3 ( 9.5 -53.1 ( 4.5 235.8 ( 6.6 -6.9 ( 0.3 -8.2 ( 5.1
MMPF 1 -175.5 ( 5.8 -43.1 ( 1.4 229.7 ( 5.2 -6.0 ( 0.3 5.1 ( 4.8
MMPA 2 -194.0 ( 2.4 -71.2 ( 1.0 261.6 ( 4.8 -8.5 ( 0.0 -12.0 ( 4.8
MMPB 2 -188.3 ( 4.0 -51.7 ( 0.8 229.9 ( 3.4 -6.6 ( 0.1 -16.7 ( 2.9
MMPC 2 -181.3 ( 2.7 -55.7 ( 1.0 229.9 ( 3.0 -7.0 ( 0.0 -14.1 ( 2.9
MMPD 2 -180.2 ( 3.2 -51.3 ( 1.0 225.1 ( 3.4 -6.7 ( 0.1 -13.0 ( 2.8
MMPE 2 -181.5 ( 2.7 -55.1 ( 1.1 231.0 ( 3.2 -6.9 ( 0.0 -12.5 ( 3.0
MMPF 2 -188.4 ( 3.8 -41.8 ( 0.8 222.3 ( 3.2 -5.9 ( 0.1 -13.8 ( 2.6

a “0” indicates no minimization occurred after the trajectory snapshots were obtained, “1” represents minimization of the ligand only
in the presence of the protein and solvent cap, while “2” indicates minimization of a 5 Å belly in the presence of the solvent cap. The
average value over the 49 (48 for MMPC 1) snapshots is reported ( the standard deviation. For all cases, RZn

PB ) 1.40 Å.

Figure 2. Orientation of zinc in active site.15 The coordination
of the catalytic zinc in a representative molecular dynamics
structure with the A ligand is shown, along with the position
of glu202. Note that only the ZBG of the ligand A is shown. In
the A trajectory, a water molecule forms a bridging hydrogen
bond between glu202 carboxylate and an oxygen of the
carboxylate of the ligand, the carboxylate of the ligand is
positioned symmetrically above the zinc, and a water molecule
also comes within 2.2 Å of the zinc. In the Eglu and Fglu

trajectories, the glu202 carboxylate approaches within 2.2 Å
of the catalytic zinc while the carboxylate of the ligand rotates.
The Ehoh and Fhoh trajectories have geometries similar to the
A trajectory.
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of the B, C, D, E, and F ligands will not be adversely
affected by the substitution of a single conformation in
each trajectory snapshot.

To assess the number of snapshots required to deter-
mine the binding energy, the A trajectory was broken
down into series of 10 consecutive snapshots. The
average, standard deviation, and range of the MM/PB/
SA contributions to the binding energy was assessed
and is reported for the A ligand in Table 4 (results are
similar for the other ligands). This indicates that
trajectories run for 100 ps (after 80 ps equilibration)
yield a stable average for the binding energy.

3.3. Zinc Radius. The PB analysis of the cost of
desolvation during complex formation is particularly
sensitive to the radius used for the divalent zinc ion.
We attempted these calculations using three radii: 1.10
Å from the Stote and Karplus parametrization,81.40 Å
as suggested for the surface area calculation in the
msms program,33 and 1.60 Å in an attempt to achieve
more reasonable absolute binding energies (i.e., values
< 0). While the absolute energies change dramatically
with the particular value of the zinc radius, they cannot
be used for calibration purposes. The total binding
energy is formed from both the MM and PB estimates,
and the MM estimate is known to be incorrect, since
the binding geometry is incorrect. Therefore, we can
only calibrate to the relative energy differences. In

particular the binding energy difference between the A
and the C, D, and E ligands is a definitive test. Because
the A ligand is significantly larger than the C, D, and
E ligands and because the morpholino group approaches
within 6 Å of the structural zinc ion, the effect of the
zinc desolvation parameters is particularly apparent for
this ligand. The best results are obtained with a zinc
radius of 1.40 Å, which has a range of ∼5.0 kcal/mol in
binding energy between the A and C, D, and E ligands
as compared to the experimental range of 2.1 kcal/mol.
The Zn radii of 1.60 Å and 1.10 Å yield ranges of
∼9.3 kcal/mol ∼-10 kcal/mol, respectively (Table 3).
RZn

PB ) 1.40 Å is used for all other calculations (Table
3). Interestingly, using a Born model of solvation for
Zn2+ and assuming a solvation free energy of -480 to
-485 kcal/mol,8 would result in a calculated radius of
1.35 to 1.38 Å, in accord with our final radius of 1.40 Å.

3.4. E and F Trajectories. To determine the depen-
dence of the result on the particular query ligand and
zinc coordination, the analysis was repeated using E and
F (Figure 1) as the query ligands. Trajectories were
generated with the sixth zinc coordinating ligand iden-
tified as either glu202 or water. Results for the final
calculated binding free energies are shown in Tables 5
and 6.

3.5. Ligand Design. PROFEC analysis of the regions
around the rigid ring structures of the A ligand indi-
cated very few areas for modification. As has been
shown in the literature, the biphenyl ring fits quite
tightly into the P1′ pocket, leaving little room for
substitution along the sides of the rings.15 There is room
for replacement of the fluorine atom on the tip of the
biphenyl ring (position R1 in Figure 1), and substitution
with CH2OH was proposed in an attempt to recruit some
hydrogen bonding with the enzyme (A1). However, the
use of the hydroxyl group is often discouraged due to
the cost of desolvation. Substitution of the phenyl group

Table 3. Binding Free Energy Prediction: A Trajectorya

ligand
Ki

15 (∆∆Gb)
nM (kcal/mol)

no min
∆G

RZn
PB ) 1.4 Å

ligand only
∆G (rank)

RZn
PB ) 1.4 Å

belly
∆G (rank)

RZn
PB ) 1.4 Å

belly
∆G (rank)

RZn
PB ) 1.1 Å

belly
∆G (rank)

RZn
PB ) 1.6 Å

A 2 (0) 19.8 ( 5.7 14.1 ( 6.4 (1) 9.4 ( 5.0 (3) 71.3 ( 12.3 (6) -17.7 ( 3.4 (1)
13.7 ( 6.4c

B 18 (1.3) 24.4 ( 6.3 (5) 5.8 ( 3.3 (1) 52.2 ( 5.6 (1) -15.6 ( 3.0 (2)
C 38 (1.8) 17.2 ( 5.6 (2) 12.8 ( 3.3 (4) 62.4 ( 4.5 (4) -9.7 ( 2.8 (4)
D 68 (2.1) 19.2 ( 3.9 (4) 14.4 ( 3.2 (6) 60.7 ( 5.8 (3) -8.4 ( 2.7 (5)
E 82 (2.2) 18.3 ( 5.3 (3) 14.0 ( 3.4 (5) 63.6 ( 4.4 (5) -8.4 ( 2.7 (5)
F 110 (3.0) 27.3 ( 5.0 (6) 8.4 ( 3.0 (2) 55.3 ( 5.4 (2) -12.9 ( 2.7 (3)

a All ∆G values are in kcal/mol, all values are reported ( the standard deviation over 49 snapshots, where the standard deviation is
calculated assuming a 1.5 kcal/mol error in the entropic contribution. b Calculated from experimental Ki values relative to ligand A.
c Calculated binding energy when a single conformation of A is substituted into each snapshot and energy minimized.

Table 4. Stability of MM-PBSA Calculations Using the A
Trajectory, Belly Minimizeda

snapshots average std dev range

1-49 -12.1 4.8 22.8
1-10 -10.8 6.7 22.8

11-20 -14.8 4.3 15.3
21-30 -13.4 3.0 9.9
31-40 -10.2 3.5 9.7
41-49 -11.4 4.9 14.3

a All values in kcal/mol.

Table 5. Binding Free Energy Prediction Using Trajectory Ea

Eglu Ehoh

L
exptb

∆∆G
no min

∆G
ligand only
∆G (rank)

belly
∆G (rank)

no min
∆G

ligand only
∆G (rank)

belly
∆G (rank)

A 0 3.5 ( 19.2c (4) -15.1 ( 4.7 (1) 14.0 ( 8.1 (1) 7.2 ( 7.4 (3)
B 1.3 20.9 ( 4.6 (5) 3.1 ( 4.4 (5) 26.2 ( 5.6 (5) 6.1 ( 3.4 (1)
C 1.8 0.8 ( 4.4 (2) -3.9 ( 2.7 (4) 20.0 ( 4.7 (3) 14.0 ( 4.6 (5)
D 2.1 0.3 ( 4.1 (1) -5.3 ( 2.3 (2) 19.4 ( 4.5 (2) 13.9 ( 3.6 (4)
E 2.2 3.8 ( 6.5 1.3 ( 4.6 (3) -4.2 ( 3.4 (3) 25.8 ( 4.1 21.5 ( 4.3 (4) 14.7 ( 4.4 (6)
F 3.0 24.5 ( 3.9 (6) 9.0 ( 6.1 (6) 30.6 ( 5.6 (6) 8.9 ( 3.3 (2)
a All ∆G values are in kcal/mol, and all values are reported ( the standard deviation over 20 snapshots, where the standard deviation

is calculated assuming a 1.5 kcal/mol error in the entropic contribution. L ) ligand, RZn
PB ) 1.40 Å. b Calculated from Ki values in ref 15,

see Table 3. c Average and standard deviation over 19 snapshots.
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is not favored since it is largely solvent exposed and
would not introduce much differentiation between bind-
ing to the enzyme and solvation. Finally positions
around the morpholino group were examined. The
carbonyl side is largely solvent exposed, while substitu-
tions on the other side of the morpholino group result
in steric clashes with the enzyme. This leaves investiga-
tion of the R2 and R3 positions as indicated in Figure 1.
A hydroxyl substitution of R2 was proposed (ligand A2),
as the electrostatic map indicated this would be a
favorable placement, and there was the potential to
recruit hydrogen bonding with the enzyme. A series of
fluorine substitutions were proposed for both R2 and R3
since the PROFEC contour map indicated there was
some room for substitution (ligands A3 through A5) and
the fluorine atom is a small substitution which is often
favorable. The result of the PROFEC analysis was a
series of five ligands, and the resulting binding energies
are given in Table 8.

4. Discussion

4.1. Ability To Predict Relative Ranking. The
success of our methodology for ranking multiple ligands
simultaneously can be assessed both in terms of the
relative order of ranking as well as the range of free
energies predicted among the ligands. The ligand only
minimization technique for the A trajectory ranks the
negatively charged ligands (A, C, D, and E) correctly
within error. The neutral ligands (B and F) are also
ranked correctly with respect to each other, although
they appear to be disfavored with respect to the nega-
tively charged ligands. This trend occurs because the
interaction of glu202 with the NH2

+ moiety of the ligand
has not been properly optimized (the enzyme was frozen
during the minimization). The range in free energies
among all the ligands, and among the negatively
charged ligands, is generally too large. Most of these
problems are removed when the enzyme, as well as the
ligand, is allowed to relax in the presence of the
particular ligand (column 5, Table 3). Although the
neutral and negatively charged ligands are again not
ranked well with respect to each other, the range in free
energies has decreased. In particular, it appears that
the A ligand is slightly over favored while the range
among the C, D, and E ligands is 1.6 kcal/mol (vs 0.4
kcal/mol experimentally) and well within the standard
deviation. Similarly, the free energy difference in bind-
ing between B and F is predicted to be 2.6 kcal/mol vs
1.7 kcal/mol experimentally. Given that the error (stan-
dard deviation) in our methodology is ∼4 kcal/mol, these
results are well within the error bars.

The limiting factors in this assessment include the
charge balance and burying hydrogen bonds. Because
a continuum approximation to desolvation costs is made,
the specific interactions between a given ligand and
water molecules (i.e., directional hydrogen bonds) are
not completely accounted for. The overstabilization of
B and F can be partially attributed to directional
hydrogen bonds that would occur between the unique
NH2

+ moiety and water for the free ligand. In particular,
because the NH2

+ group is “overshadowed” by the
carboxylate, the derived PB radii may not be adequate
to describe the desolvation in the continuum approxi-
mation. A possible test of this hypothesis is to include
two explicit waters (with their charges scaled 70% since
they are no longer considered bulk water molecules) and
calculate the resulting desolvation of these two tightly
bound water molecules. A quick molecular dynamics
simulation of the F ligand in a cap of water reveals that
two water molecules are generally complexed to the
NH2

+ moiety. Isolation of these two water molecules,
yielding a series of snapshots consisting of F‚2H2O, and
use of these snapshots in the MM-PBSA analysis
indicates that these directional hydrogen bonds would
contribute ∼8.5 kcal/mol of stability to the free ligand
over the continuum approximation and increase the
binding energy by a corresponding amount. This would
place the B and F ligands within experimental error of
the C, D, and E ligands. Despite these limitations, the
neutral and charged ligands are tightly grouped, within
methodological error, and correctly ranked within each
set.

This methodology for ranking the relative binding
energy of the ligands is quite robust. As shown in Table
4, the results are not overly sensitive to which subset
of conformations are taken to form the estimate of the
free energy.

Similar analyses can be made of the Eglu and Fglu
trajectories. In this case, the range in predicted free
energies is generally larger, although the order of
ranking among the neutral and charged ligands is
correct within error. The increased free energy range
is in part due to the shielding of the catalytic zinc by
glu202, which substantially changes the desolvation cost
calculated for the isolated receptor and results in a
greater overstabilization of the A ligand in particular.
The neutral ligands are not as favored as in the A
trajectory because the glu202 carboxylate group is
primarily stabilizing the zinc ion as opposed to being
completely available for interaction with the NH2

+

moiety of the ligands. In comparison, the Ehoh and Fhoh
trajectories reveal that when the sixth coordinating

Table 6. Binding Free Energy Prediction Using Trajectory Fa

Fglu Fhoh

L
exptb

∆∆G
no min

∆G
ligand only
∆G (rank)

belly
∆G (rank)

no min
∆G

ligand only
∆G (rank)

belly
∆G (rank)

A 0 11.9 ( 9.5 (3) -8.0 ( 3.8 (1) 45.3 ( 33.9 (3) 15.3 ( 7.6 (3)
B 1.3 7.2 ( 3.6 (1) -0.1 ( 3.5c (2) 60.4 ( 80.3 (5) 6.0 ( 4.6 (1)
C 1.8 18.9 ( 4.4 (5) 7.8 ( 3.1 (5) 44.2 ( 10.9 (2) 17.0 ( 2.7 (4)
D 2.1 16.6 ( 4.7 (4) 5.3 ( 2.9c (4) 365 ( 904 (6) 17.4 ( 3.3d (5)
E 2.2 18.9 ( 4.5 (5) 9.4 ( 3.9 (6) 46.1 ( 11.3 (4) 17.8 ( 2.7 (6)
F 3.0 11.7 ( 3.4 6.6 ( 3.8 (2) 3.0 ( 2.7 (3) 20.3 ( 3.9 17.5 ( 9.0 (1) 6.5 ( 2.7 (2)
a All ∆G values are in kcal/mol. All values are reported ( the standard deviation over 10 snapshots, where the standard deviation is

calculated assuming a 1.5 kcal/mol error in the entropic contribution. RZn
PB ) 1.40 Å. b Calculated from Ki values in ref 15, see Table 3.

c Eight snapshots. d Nine snapshots.
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ligand is water, the relative binding energies are similar
to those derived with the A trajectory.

4.2. Effect of the Zinc Geometry. The varying
coordination of the zinc ion continues to plague attempts
to model zinc metalloproteins. However, in the approach
undertaken, the energetic and conformational errors
involved in incorrect zinc coordination seem to be
canceled. In particular, the traditional approach, wherein
individual trajectories are run for each ligand, can give
rise to incorrect ranking. In this case, the predicted free
energy of the A, E, and F ligands using the original A,
Eglu, and Fglu trajectories, respectively, is 19.8, 3.8, and
11.7 kcal/mol. Using the A, Ehoh, and Fhoh trajectories,
the energies are, respectively, 19.8, 25.8, and 20.3 kcal/
mol. Since all explicit water molecules and counterions
are removed in the MM-PBSA analysis, the effect of a
water molecule as the sixth ligand is suppressed. Thus
the results in these trajectories are favored over the Eglu
and Fglu trajectories as a result of the particular zinc
coordination that occurs. However, when the same
“incorrect” coordination of zinc is used to rank all the
trajectories, this error canceled out, allowing even the
Eglu and Fglu trajectories to rank the neutral and charged
ligands correctly within error.

Nonetheless, the presence of this error does imply that
the absolute binding energies will not be correct with
this methodology, or any other in which the zinc
coordination is incorrect. Thus, the use of this method-
ology is limited to sets of ligands in which the binding
affinity of at least one ligand is known and can be used
to “calibrate” the scale of the predicted binding energies.

The cancellation of errors that occurs with this MM/
PB/SA approach depends on the invariance of the zinc
binding group among all ligands. This restriction to a
given ZBG is not particularly severe. Often, consider-
ations such as drug metabolism will limit the identity
of the ZBG at the outset of the drug design process. In
addition, given the known ranking of the ZBGs, the
effect of changing the ZBG is approximately predictable.

Nonetheless, in future MM-PBSA studies on metal
binding proteins, it may be worth exploring the use of
models that fix the zinc coordination with bonded
interactions,11 direct a tetrahedral geometry13 or con-
strain the structure with extra atom-atom constraints.34

We have shown that our results are not sensitive to zinc
coordination geometry, provided that it is common for
all ligands, but there is clearly a need for more general
and robust methods to describe metal coordination
within classical molecular mechanics and dynamics.

4.3. Choice of Query Ligand. One of the most
central considerations to the use of this methodology is
potentially the choice of the query ligand. Particularly
in the case of ligand size, we were concerned whether
the use of a small ligand as the query (i.e., E or F) would
disfavor the larger ligand (i.e., A).

Comparison of the A, Ehoh, and Fhoh trajectories reveal
that the use of the smaller E and F ligands to generate
the trajectory destabilized the larger ligands in the case
of the ligand only minimization, particularly with the
use of the smallest query ligand, F. However, these
destabilizations were removed with the belly minimiza-
tions, and the three trajectories gave comparable re-
sults. The success shown here in using a variety of query
ligands coupled with belly minimizations are still biased

since the starting structure was the crystal structure
generated with the larger A ligand. In the case where
a smaller ligand has been used to determine the crystal
structure, we are currently investigating whether
straightforward minimization would be able to compen-
sate as was seen here in the simulations performed here
with the E and F ligands.

A final comment can be made on the use of a single
trajectory versus multiple trajectories to generate the
binding free energies. Table 7 presents the relative
binding energies for the A, E, and F ligands as predicted
from the individual trajectories (with no minimization)
as well as the single trajectory using the A ligand as
the query (belly minimization). It is apparent that the
single trajectory results are entirely consistent with the
multiple trajectory results (when the sixth ligand is
water) and that any errors occurring are independent
of sampling issues.

4.4. Ligand Design. Ligands A1-A5 were studied on
the basis of PROFEC analysis. As expected, the two
hydroxyl substitutions were not favorable (Table 8),
primarily because the increase in electrostatic interac-
tions was not sufficient to offset the cost of desolvation.
The flouro substitutions (A3-A5) did not appear to
penalize binding, and the belly minimization protocol
indicated that all three ligands bound as well as A by
itself, within the standard deviation of the method.
Further analysis of individual trajectories was therefore
undertaken, to allow for any rearrangement due to the
electrostatic changes introduced by the fluorine atoms.
Analysis of the individual trajectories indicated that
relative to A, ligand A3 would be better by ∼4 kcal/mol,
while A4 is slightly disfavorable and A5 is slightly
favorable. The major difference between all three ligands
and the original A ligand is predominately in the
desolvation term. Thus for the A ligand 〈Eelec〉 ) -193.3
kcal/mol, while A3-A5 had 〈Eelec〉 ranging from -188.0
to -190.4 kcal/mol. Similarly, the 〈Evdw〉 ) -64.7 kcal/
mol for A and ranged from -66.1 to -66.7 kcal/mol for
A3-A5. However, the electrostatic desolvation term was
264.9 kcal/mol for A while A3 has an electrostatic
desolvation cost of 258.4 kcal/mol, and A4 and A5 has
values of 262.3 and 262.8 kcal/mol, respectively. Thus,
A3 is favored over A4 and A5 as a result of decreasing
the cost of desolvation. The fluorine substitutions in
general result in a decrease of electrostatic contributions
and an increase in van der Waals contributions to the
binding energy.

In summary, the use of PROFEC analysis allowed us
to identify five possible substitutions to improve the
binding of the A ligand. The minimization protocol was
then used to rule out two of these possibilities. Finally,
individual trajectories were run for the final three
ligands to allow for the optimal rearrangement of the
morpholino pocket in response to the fluorine substitu-

Table 7. Comparative Ranking of the A, E, and F Ligands
with Various Protocols

ligand
expta

∆∆G

individual trajectories,
no minimization

∆∆G

A trajectory,
belly
∆∆G

A 0 0.0 ( 5.7 0.0 ( 5.0
E 2.2 6.0 ( 4.1 4.6 ( 3.4
F 3.0 0.5 ( 3.9 -1.0 ( 3.0

a Calculated from Ki values in ref 15.
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tions. As a result of this process, it appears that the
substitution of fluorine in the R2 position (Figure 1)
ought to result in a more tightly binding ligand.

4.5. Advantages, Limitations, and Future Direc-
tions. The advantages to this methodology are evident
in both the CPU savings and in the cancellation of
errors. Thus while other approaches (i.e., free energy
perturbation22) compare ligands in a pairwise manner
for small changes in ligand structure, this approach has
the potential to rank tens of ligands. In addition, the
ranking is performed on the basis of a single trajectory,
which is a considerable CPU advantage over methods
such as Aqvist’s linear interaction energy approach.23

Finally, errors in zinc coordination are canceled within
a trajectory as long as the same ZBG is included in all
the ligands.

However, these advantages also give rise to limita-
tions. Thus, only one kind of zinc binding group can be
considered at a given time. Furthermore, despite the
cancellation of errors, it is still necessary to beware of
distortions in the enzyme structure due to the zinc ion
(i.e., motion of glu202).

One of the problems that has plagued predictions of
free energy ranking in the past is ligand diversity.
Traditionally, only very small changes in ligand struc-
ture could be reliably calculated. In the future we intend
to examine this approach to determine what degree of
diversity in the ligand (or receptor in the case of
selectivity determinations) structure is possible while
still maintaining accurate relative binding energy pre-
dictions. Issues such as burying differing numbers of
hydrogen bonds or partially burying charged functional
groups within the enzyme, for example, could be chal-
lenging in the context of the continuum approximation
to desolvation.

What is the role of this methodology in the structure
based design process? In our opinion, the first step when
one has a target structure is to use DOCKing on real34

or virtual databases35 to broadly span chemical space.
Then, when one has reduced the possible structures to
a more limited number of templates (10-100), more
accurate methods such as molecular dynamics based
approaches can be used.

Currently, there are a number of such molecular
dynamics based methods available, such as Aqvist’s
LIE23 and the MM-PBSA approach, both of which
postprocess molecular dynamics trajectories. There are
also two promising methods that calculate binding free
energy explicitly and do so more efficiently than pair-
wise free energy calculationssCMC/MD36 and lambda
dynamics37ssince both of these approaches allow one
to consider many molecules at once.

The virtues of the MM-PBSA approach employed here
compared to Aqvist’s LIE approach is that it requires
fewer empirical parameters and, as shown here, can be
based on a single MD trajectory on one prototype
molecule (query ligand) followed by limited minimiza-
tion on others. Then PROFEC24 can be done on the
already generated trajectories to search for further
improvement. Nonetheless, there still are challenges/
difficulties with the MM-PBSA approach to calculating
the ∆S contribution to binding. Elsewhere, we have
compared the MM-PBSA approach with the LIE ap-
proach on biotin analogues interacting with avidin and
steptavidin.38

5. Conclusion

With the current (Stote et al.8) parametrization of the
zinc ion, we are unable to reproduce the tetrahedral
coordination seen in the crystal structure. Nevertheless
we have demonstrated that it is possible to reliably
predict the relative ranking of ligands that bind zinc
with the same zinc binding group. Six nanomolar
inhibitors of MMP-3 were ranked on the basis of a single
trajectory run with a representative (“query”) ligand.
The best results were obtained with the use of the
largest, best binding ligand for which the crystal
structure was available; however, the results were
relatively invariant to the choice of query ligand when
a belly minimization of the ligand and enzyme was
included in the methodology. While the traditional
challenges of the zinc ion are overcome in this approach,
the best results are still obtained when the sixth
coordinating ligand for zinc is a water molecule (which
is removed during the MM-PBSA analysis) as opposed
to a neighboring residue within the enzyme (i.e., glu202).
Ranking was reliably achieved with ∼4 kcal/mol stan-
dard deviations in the free energy results using a belly
minimization.

These results indicate that we can now confidently
predict, in a feasible time frame, the relative binding
energies of ligands with the same ZBG for the matrix
metalloproteinases. As a demonstration of the ap-
plicability of this methodology, we have used current
in-house tools to suggest improvements to the best
binding ligand used in the test set. In particular, a
fluorine substitution at the R2 position should give rise
to a ligand with comparable or better binding energy
than the A ligand. With these tools in place, it is now
possible to use molecular modeling to design novel
inhibitors of the MMPs.
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Table 8. Ligand Optimizationa

ligand R1 R2 R3

-T∆S
(kcal/mol)

MM-PBSA
BELLYb

(kcal/mol)

MM-PBSA
TRAJc

(kcal/mol)

∆Gbind
BELLY

(kcal/mol)

∆Gbind
TRAJ

(kcal/mol)

A F H H 21.4 -12.0 ( 4.8 -1.6 ( 5.5d (49) 9.4 ( 5.0 19.8 ( 5.7
A1 CH2OH H H 23.2 -10.9 ( 5.2 12.3
A2 F H OH 21.6 -9.5 ( 4.9 12.1
A3 F F H 21.7 -11.9 ( 4.9 -5.9 + 5.8d (20) 9.8 15.8 ( 6.0
A4 F H F 21.9 -12.4 ( 4.8 -1.7 ( 7.5 (30) 9.5 20.2 ( 7.6
A5 F F F 21.3 -13.0 ( 4.7 -2.3 ( 7.7 (19) 8.3 19.0 ( 7.8

a See Figure 1 for definitions of R1, R2, R3. RZn
PB ) 1.40 Å. b Averaged over 49 snapshots. c Average number of snapshots used indicated

in brackets. d The average MM-PBSA binding energies of A and A3 are found to be significantly different (p < 0.05) using a t-test assuming
unequal variance including the Bonferroni correction for multiple comparisons.
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